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Abstract—Iterative learning control (ILC) is considered for both deterministic and stochastic systems with unknown control direction. To deal with the unknown control direction, a novel switching mechanism, based only on available system tracking error data, is first proposed. Then two ILC algorithms combined with the novel switching mechanism are designed for both deterministic and stochastic systems. It is proved that the ILC algorithms would switch to the right control direction and stick to it after a finite number of cycles. Moreover, the input sequence converges to the desired one under the deterministic case. The input sequence converges to the optimal one with probability 1 under stochastic case and the resulting tracking error tends to its minimal value.

Index Terms—Data-based control, discrete-time systems, iterative learning control, unknown control direction.

I. INTRODUCTION

ITERATIVE learning control (ILC) is normally designed for those systems that could complete some tasks over a fixed time interval and perform them repeatedly, such as the robot arms, chemical processes, hard-disk drivers, and servo systems. In such systems, the input/output information of past and current cycles, as well as the tracking objective, are used to formulate the input of the next cycle, so that the tracking performance could be improved as the number of cycles increases to infinity. Thus ILC is a typical data-based control method since only data of input, output, and tracking objective, rather than system information, are required in the design. This is a major reason why ILC could handle systems with high nonlinearities and unknown dynamics. Due to the simplicity and efficiency of its algorithm, ILC has drawn much attention from researchers and engineers in the past decades [1]–[3]. A number of analysis techniques including the contraction mapping approach [4], [5], the 2-D system approach [6], [7], and the composite energy function approach [8], [9] have been proposed.

However, it is required to take, at least part of, the input/output coupling matrices as prior information when designing the ILC algorithms [5], [10]. Roughly speaking, the input/output coupling matrices reflect the control direction, and thus are important in most ILC research. Here the so-called control direction is the multiplier of the control term in the dynamic system equation, representing the motion directions of the system under any given control. Prior knowledge of these multipliers would make control design much easier. For example, Saab considers ILC for stochastic linear systems in [11] and [12], where recursive learning algorithms are derived by minimizing the trace of the input error covariance matrix and mean square convergence of the input sequence is shown. However, system matrices, especially the input/output coupling matrices, are required in the algorithms. ILC is formulated for a class of single-input-single-output (SISO) nonlinear systems with measurement noise in [13] on basis of the Robbins–Monro algorithm [14], which is a kind of stochastic approximation algorithm. This research requires no information about the input/output coupling matrices but their symbols, which are equivalent to the control directions. The objective of this paper is to develop an ILC design procedure that requires no prior knowledge of control directions.

It is difficult and challenging to design ILC with unknown control direction. There are very few related works yet. The technique of Nussbaum-type gain [15] is the most common method in the literature, where the Nussbaum-type gain plays a role as control direction probe. In [16] and [17], ILC for SISO learning control systems have been designed on the basis of this technique. A class of affine nonlinear systems is considered in [16], where the system nonlinearities are assumed bounded. It is shown that the tracking error would converge to a desired bounded domain. Xu et al. [17] studies a class of parameterized nonlinear systems with known nonlinear functions but unknown parameters. It is proved that the tracking error converges to zero in the sense of $L^2_T$. However, the systems in [16] and [17] are both continuous-time deterministic systems to facilitate the application of Nussbaum-type gain. The techniques are unsuitable for discrete-time systems or stochastic systems. Chen et al. [18], [19] give a novel ILC algorithm for stochastic discrete-time systems without any information about input/output coupling matrices based on the Kiefer–Wolfowitz algorithm with random difference [20], and show that the algorithm would converge to the optimal control with probability 1. However, it may be inappropriate for practical application due to the random difference technique and drawback technique in [18] and [19]. Unlike these existing methods, we propose a novel switching mechanism...
to deal with the unknown control direction, which is inspired by Nussbaum-type gain but more suitable for discrete-time systems. Moreover, the switching mechanism depends only on the available data. Specifically, the available data used in this paper is only the tracking error.

By combining with the new switching mechanism, we then design ILC algorithms for both deterministic and stochastic discrete-time linear systems. For expression convenience and making the idea clear, here we consider SISO system only. The multiple-input-multiple-output case could be extended to easily by incorporating the idea of unmixing set [21], as is done in [22]. The main contributions of this paper are listed as follows.

1) A novel data-based switching mechanism for discrete-time systems is first given. Then ILC algorithms are constructed based on this mechanism for discrete-time linear systems with unknown control directions.

2) For deterministic system, the ILC algorithms can regulate the control direction to be the actual one after a finite number of cycles. The input and the output of the system converge to the desired input and the tracking objective, respectively.

3) For stochastic system, the ILC algorithms are also shown to be effective. The input sequence converges to the optimal input almost surely, and the average quadric tracking error is minimized.

The rest of this paper is arranged as follows. The problem formulation is proposed in Section II. The novel switching mechanism for discrete-time systems with unknown control direction is given in Section III. Then, the ILC algorithms combining the switching mechanism for deterministic system and stochastic system with convergence results are given in Section IV. An illustrative example is proposed in Section V. Some concluding remarks are given in Section VI. All detailed proofs of the theorems with some preliminary results are placed in Appendix I–IV for reading convenience.

II. PROBLEM FORMULATION

A. Deterministic Case

Consider the following SISO system:

\begin{align}
    x_k(t+1) &= A(t)x_k(t) + B(t)u_k(t) \\
    y_k(t) &= C(t)x_k(t)
\end{align}

where the subscript \( k \) denotes different cycles, \( k = 1, 2, \ldots \), and \( t \) denotes an arbitrary time in an operation cycle, \( t \in [0, T] \). \( x_k(t) \in \mathbb{R}^n, u_k(t) \in \mathbb{R}, y_k(t) \in \mathbb{R} \) are system state vector, input and output, respectively. \( A(t), B(t), \) and \( C(t) \) are unknown time-varying system matrices with appropriate dimensions.

The control purpose is to find input \( \{u_k(t), k = 0, 1, 2, \ldots \} \) such that \( y_k(t+1) - y_d(t+1) \xrightarrow{k \to \infty} 0 \), where \( y_d(t), t \in [0, T] \) is the tracking objective.

Assume that the tracking objective is realizable, i.e., for an appropriate initial condition \( x_d(0) \), there exists a unique control input \( u_d(t) \) such that

\begin{align}
    x_d(t+1) &= A(t)x_d(t) + B(t)u_d(t) \\
    y_d(t) &= C(t)x_d(t)
\end{align}

The following assumptions are to be used.

A1: The initial states are assumed exactly re-initialized, i.e., \( x_k(0) = x_d(0) \).

A2: The control direction is unknown, i.e., \( \text{sgn}(C(t+1)B(t)) \) is unknown. Besides, it is assumed \( C(t+1)B(t) \neq 0 \).

A1 is a common condition of ILC, which is called the identical initial condition (i.i.c.). For the case where the i.i.c. is not satisfied, refer to [23]–[25].

B. Stochastic Case

Consider the following stochastic system:

\begin{align}
    x_k(t+1) &= A(t)x_k(t) + B(t)u_k(t) + w_k(t+1) \\
    y_k(t) &= C(t)x_k(t) + v_k(t)
\end{align}

where \( w_k(t+1) \) and \( v_k(t) \) are system noise and measurement noise, respectively. The other notations have the same meaning as the deterministic case.

The tracking objective is also denoted by \( y_d(t) \) to save notations. It is also assumed that \( y_d(t) \) is realizable, which means (3) and (4) hold.

Let \( \{F_k\} \) be a family of nondecreasing \( \sigma \)-algebras defined by \( F_k = \sigma(y_l(t), x_l(t), w_l(t), 0 \leq t \leq k, t \in [0, T]) \). Define the set of admissible controls as follows:

\[ U = \left\{ u_k(t) \in F_k, \sup_k |u_k(t)| < \infty \text{ a.s.} \right\} \]

\( t \in [0, T-1], k = 0, 1, 2, \ldots \).

The control purpose is to find \( \{u_k(t), k = 0, 1, 2, \ldots \} \in U \) in order that the following tracking index is minimized:

\[ J_t = \lim sup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} |y_d(t+1) - y_k(t+1)|^2. \]

The following assumptions are to be used.

A3: \( \{w_k(t+1), v_l(s), t \in [0, T], s \in [0, T], k = 1, 2, \ldots, l = 1, 2, \ldots \} \) are mutually independent with zero mean and finite second moments

\[ \mathbb{E} w_k(t+1) = 0, \mathbb{E} v_l(t) = 0, t \in [0, T], \quad k = 1, 2, \ldots, \]

\[ \mathbb{E} w_k(t+1)w_k^T(t+1) = R_k^{2+1}, \mathbb{E} v_l(t)v_l^T(t) = R_l^{2} \]

where \( \mathbb{E}(\cdot) \) denotes mathematical expectation.

A4: The initial states \( \{x_k(0), k = 1, 2, \ldots \} \) are random variables, independent with \( \{w_k(t+1), t \in [0, T], k = 1, 2, \ldots \} \) and \( \{v_l(t), t \in [0, T], k = 1, 2, \ldots \} \), which satisfy \( \mathbb{E} x_k(0) = x_d(0), \mathbb{E} \|x_k(0)\|^2 < \infty \). To facilitate the expression, denote \( u_k(t) = x_d(0) - x_k(t) \).

A5: The control direction is unknown, i.e., \( \text{sgn}(C(t+1)B(t)) \) is unknown. Besides, it is assumed that \( C(t+1)B(t) \neq 0 \).

III. SWITCHING MECHANISM

This section provides the switching mechanism to guarantee that the ILC algorithms proposed in the following section could automatically regulate the control directions and ensure the convergence.

First, let us call a class of sequence as a fast expanding sequence (FES) if it satisfies the following definition.
Definition 1: A sequence \( \{ t_i \} \) is called an FES if the components satisfy \( 0 = t_0 < t_1 < t_2 < \cdots \) and \( t_i - t_{i-1} \rightarrow \infty \).

Remark 1: We give some examples satisfying Definition 1: 1) \( t_i = i^2 \); 2) \( t_i = i t_{i-1}, i \geq 2 \); and 3) \( t_i = t_{i-1}^2 \) with \( t_1 > 1 \).

For an SISO system, the control gain would be either a positive constant or a negative one. Thus the set of control directions can actually be denoted as \( \{ +1, -1 \} \). In order to find the right control direction, let us define the following two-valued function as the direction switching function (DSF).

Definition 2: The DSF is defined as

\[
S(x) = \begin{cases} 
-1, & x \in [t_{2j}, t_{2j+1}) \text{, } j \in \mathbb{N} \triangleq [0, 1, 2, \ldots]. \\
+1, & x \in [t_{2j+1}, t_{2j+2}) 
\end{cases}
\]

It is worth noting that the essential requirement of the DSF is that the output chooses +1 and -1 alternatively in turn, while the initial value could be either one. In the rest of this paper, the DSF \( S(\cdot) \) may be abbreviated as \( S \) without causing confusion.

Remark 2: We will introduce this DSF into ILC algorithms to deal with the unknown control direction as shown by (9) and (13) in the next section. Notice that the variable of the DSF should be defined on the basis of the system performance so that the algorithms could regulate the control direction adaptively. This motivates us to form the following parameter as the direction switching parameter (SP) here.

Denote \( p_k, k \geq 0 \) as the SPs with \( p_0 = 0 \). Then denote \( p_{0j, k} \triangleq p_k - p_{0j}, k \geq 0, j \in \mathbb{N} \triangleq [1, 2, \ldots] \).

We first give the conditions on the SPs to make the convergence proofs of our ILC algorithms more apparent. These conditions could make our switching mechanism play the same role in discrete-time systems as what the Nussbaum-type gain does in the continuous-time case. Notice that the outputs of the DSF are \( \{ +1, -1 \} \), one of which corresponds to the right control direction while the other one represents the wrong control direction.

Condition 1: The following conditions are desired for the SPs \( p_k \).

1) Suppose \( S(p_k) \) takes the wrong value and no longer switches to the other one since some integer \( k_0 \), then \( p_{0j, k} \xrightarrow{k \to \infty} \infty \).
2) Suppose \( S(p_k) \) takes the right value and no longer switches to the other one since some integer \( k_0 \), then \( p_{0j, k} \xrightarrow{k \to \infty} -\infty \).
3) \( \{ p_k \} \) is nondecreasing.

Remark 3: Note that, if the SP \( p_k \) is designed to be a cumulative function of the tracking performance, then Condition 1 1) implies that the accumulation of tracking performance will diverge to infinity provided that \( S(p_k) \) always takes the wrong control direction, which means the tracking performance is not improved. On the other hand, Condition 1 2) implies that the accumulation of tracking performance is finite provided that \( S(p_k) \) always takes the right control direction, which means the tracking performance is improved along cycle axis.

Definition 3: Define the switching time (ST) as

\[
T_j \triangleq \min \{ k : p_k \geq \tau_j \}.
\]

If \( \{ k : p_k \geq \tau_j \} = \emptyset \), then \( T_j = \infty \).

By Definition 3 and supposing \( S = +1 \) is the right control direction, then Condition 1 1) implies that \( T_{j+1} < \infty \) as long as \( T_j < \infty \), while Condition 1 2) implies that there exists a \( j_0 \) such that \( T_{j_0-1} < \infty, T_{j_0} = \infty \).

We explain the switching mechanism with the help of Fig. 1 now.

Denote the interval \( [\tau_j, \tau_{j+1}) \) by \( I_j, j \geq 0 \). As is shown in Fig. 1, suppose the right control direction is +1, then \( S(p_k) \) picks the right direction when \( p_k \) falls into the interval \( I_{j-1}, j \in \mathbb{N} \) and the wrong direction when \( p_k \) falls into \( I_j, j \in \mathbb{N} \), by Definition 2. Since \( p_k \) is nondecreasing by Condition 1 3), \( p_k \) would never fall into any interval again once \( p_k \) leaves it.

Suppose \( p_k \) falls into some interval \( I_{j_0} \) (see Fig. 1) and never gets out it, which means \( S = -1 \) will always hold since, then, by Condition 1 1), we find that \( p_{T_{j_0}+k} \xrightarrow{k \to \infty} -\infty \). This further yields that \( p_k \) will absolutely get out \( I_{j_0} \) and get in \( I_{j_0+1} \), which contradicts to the assumption that \( p_k \) keeps staying in the interval \( I_{j_0} \). In other words, \( p_k \) cannot locate in any interval of \( I_{j_0} \), \( j \in \mathbb{N} \) for ever. That is, the DSF \( S(\cdot) \) cannot stick to the wrong control direction.

Suppose \( p_k \) falls into interval \( I_{j_0+1} \) and never gets out it, then the DSF equals to +1 and by Condition 1 2), \( p_{T_{j_0}+1} \) would converge to \( p_{T_{j_0}+1}, k \), which may or may not be larger than the length of \( I_{j_0} \). If so, then \( p_k \) will get out \( I_{j_0+1} \) and get in \( I_{j_0+1} \). If not, then \( p_k \) will stay in \( I_{j_0+1} \) since then, which means that \( S(\cdot) \) finds the right control direction and stops switching. However, the former cannot occur infinite times. This is because \( p_{T_{j_0}+1} \) is uniformly bounded w.r.t. \( j \) by Condition 1 2), while \( \tau_{j} - \tau_{j-1} \to \infty \). Consequently, there must be some integer \( j' \in \mathbb{N} \) large enough such that \( p_k \) would never get out of the interval \( I_{j-1} \) once getting into it. That is, the DSF \( S(\cdot) \) will switch to the right control direction and then stick to it for ever.

Condition 1 could be interpreted from another perspective, as follows.

The following theorem shows how to guarantee the effectiveness of the switching mechanism.

Theorem 1: If the SP \( p_k \) satisfies Condition 1, then \( p_k \) converges. Moreover, \( S(p_k) \) will switch to the right control direction after finite switches and then stops.

Proof: This theorem holds obviously from the above analysis.

IV. ILC DESIGNING AND CONVERGENCE ANALYSIS

A. Deterministic Case

This subsection gives the ILC algorithms for deterministic linear system with unknown control direction based on the data-based switching mechanism proposed in Section III, while the stochastic case is dealt in the next subsection.
Let \( a_k = (1/k) \), \( k \geq 1 \), and \( a_0 = 1 \). Design SP \( p_k(t+1) \) as

\[
p_k(t+1) = \sum_{i=1}^{k} a_i e_i^2(t+1) \quad (8)
\]

where \( e_k(t) \triangleq y_d(t) - y_k(t) \). As has been noted, \( p_0 = 0 \). The recursive ILC algorithms are designed for \( k = 0, 1, 2, \ldots \)

\[
u_{k+1}(t) = u_k(t) + a_k S(p_k(t+1)) e_k(t) \quad (9)
\]

\[
p_{k+1}(t+1) = p_k(t+1) + a_k e_k^2 + (t+1) \quad (10)
\]

where the initial inputs \( \{u_0(t)\} \) are arbitrarily given.

**Theorem 2:** For the deterministic system (1) and (2), assume A1 and A2 hold and apply recursive ILC algorithms (9) and (10), then \( \forall t \in [0,T] \):

1) DSF \( S(p_k(t+1)) \) finds the right control direction and keeps it after finite switches;
2) the control sequence \( \{u_k(t)\} \) converges to the desired control \( u_d(t) \) with a rate \( |u_d(t) - u_k(t)| = o(k^{-\delta}) \), where \( \delta > 0 \) is a suitable constant;
3) the system output \( y_k(t+1) \) converges to \( y_d(t+1) \), i.e., \( y_d(t+1) - y_k(t+1) \xrightarrow[k \to \infty]{} 0 \).

**Proof:** See Appendix II.

**B. Stochastic Case**

We first give a theorem on the optimal control sequence making the tracking index (7) minimized.

By (3), (4), and A5, we have

\[
u_d(t) = \left[ (C(t+1)B(t))^T C(t+1)B(t) \right]^{-1} \times (C(t+1)B(t))^T (y_d(t+1) - C(t+1)A(t)x_d(t)) \quad (11)
\]

**Theorem 3:** For the stochastic system (5) (6) and the index (7), assume A3–A5 hold and \( y_d(t+1) \) is realizable, then for any arbitrary time \( t \), the index (7) will be minimized if the control sequence \( \{u_k(t)\} \) is admissible and satisfies \( u_k(t) \xrightarrow[t \to \infty]{} u_d(t) \), \( t = 0, 1, \ldots, t \). In this case, \( \{u_1(t,k)\} \) is called the optimal control sequence.

**Proof:** See Appendix III.

For stochastic system (5) and (6), because of the system noise and measurement noise, the SP \( p_k \) defined by (8) does not satisfy Condition 1 anymore even if the control input is \( u_d(t) \). Thus we need to design a new SP for stochastic case

\[
p_{k+1}(t+1) = \max \{p_k(t+1), q_{k+1}(t+1)\} \quad (15)
\]

where \( a_0 = 1 \) and \( a_k = (1/k) \), \( k \geq 1 \). The initial inputs \( \{u_0(t)\} \) could be arbitrarily given.

We have the following convergence theorem.

**Theorem 4:** For the stochastic system (5) (6) and the index (7), assume A3–A5 hold and apply recursive ILC algorithms (13)–(15), then \( \forall t \in [0,T] \):

1) DSF \( S(p_k(t+1)) \) finds the right control direction and keeps it after finite switches;
2) the control sequence \( \{u_k(t)\} \) is optimal with a rate \( \|u_d(t) - u_k(t)\| = o(k^{-\delta}) \) a.s., where \( \delta > 0 \) is a suitable constant;
3) (7) is minimized.

**Proof:** See Appendix IV.

**V. ILLUSTRATIVE EXAMPLE**

The SISO time-varying system is described as follows:

\[
x_k(t+1) = (-1.1 + \sin(t))x_k(t) + (1.3 + 0.5 \sin(4t))u_k(t) + u_k(t)
\]

\[
y_k(t) = (2.7 + 0.5 \cos(2t))x_k(t) + u_k(t)
\]

where time \( t \) is valued in \( t \in \{1, 2, \ldots, 10\} \). Assume \( u_k(t), v_k(t) \in \mathcal{N}(0, 0.1^2) \). It is easy to see that the right output of the DSFs should be +1 by noticing that \( (1.3 + 0.5 \sin(4t)) \times (2.7 + 0.5 \cos(2t)) > 0 \), \( \forall t \).
The reference signal is \( y_d(t) = 2(t - 1), t \in \{1, 2, \ldots, 10\} \). The initial control actions are \( u_0(t) = 0, \forall t \in \{1, 2, \ldots, 10\} \).
The FES is defined as \( t_0 = 0 \) and \( t_i = !i, i = 1, 2, \ldots \).
The algorithm has run 300 cycles and the tracking results at \( k = 300 \) are presented in Fig. 2, where the solid line is the reference objective and the cycle-dashed line denotes the system output. Fig. 3 shows the output of the DSF at times \( k \) at 2, 4, 6, 8, and 10 for the first 20 cycles, where we can see that the DSFs converge to the correct control direction quickly.

For further research, one can consider the affine nonlinear function. Item 1) of H1 is clearly established. Take \( \delta = 0 \) such that:

\[
\lim_{n \to \infty} a_n \beta \alpha^2 \sum_{i=0}^{n} M(t)X(t + 1) = O\left(\sum_{i=0}^{n} \|M(t)\|^2\right)^{1+\eta} \forall \eta > 0.
\]

The next theorem is a combination of three results on stochastic approximation, namely [27, Ths. 2.2.1 and 3.3.1] and [28, Proposition 1.6].

Consider the RM algorithm

\[
x_{k+1} = x_k + \alpha_k (f(x_k) + \epsilon_k)
\]

where \( \alpha_k = (1/k) \). Let \( x^0 \) be root of \( f(x) \). The following assumptions will be used.

H1: There exists a uniformly continuous smooth function \( V(x) : \mathbb{R} \to \mathbb{R}_+ \) such that:

1) \( \lim_{\|x\| \to \infty} V(x) = \infty \);
2) there exists \( \delta' > 0 \) such that

\[
\langle \nabla V(x), f(x) \rangle \leq -\delta',
\]

for all \( \|x\| \geq r \), where \( \nabla \) denotes gradient.

H2: For the sample path \( \omega \) under consideration, the observation noise \( \epsilon_k \) in (16) can be decomposed into two parts: \( \epsilon_k = \epsilon_k' + \epsilon_k'' \) such that

\[
\sum_{k=1}^{\infty} a_k^{1-\delta} \epsilon_k' < \infty, \quad \epsilon_k'' = O\left(a_k^\delta\right)
\]

for some \( \delta \in (0, 1] \).

H3: \( f(\cdot) \) satisfies globally the Lipschitz condition, and is differentiable at \( x^0 \) such that, as \( x \to x^0 \)

\[
f(x) = F \cdot (x - x^0) + \delta(x), \quad \delta(x) = o(\|x - x^0\|).
\]

The matrix \( F \) is stable, in addition, \( F + \delta I \) is also stable, where \( \delta \) is given by (17).

Theorem 1.2: Assume that H1, H2, and H3 hold. Then \( \{x_k\} \) generated by the RM algorithm (16) is bounded. Moreover, \( x_k \to x^0 \) with the following convergence rate:

\[
\|x_k - x^0\| = o\left(k^{-\delta}\right)
\]

where \( \delta \) is the one given in (17).

Remark 4: For linear function \( f(x) = \beta(x - b), \beta < 0 \), it is easy to find such a \( V(x) \) that satisfies requirements of H1. Here we give an example. Without loss of generality, assume \( b = 0 \) and define

\[
V(x) = \begin{cases} 2x - 1, & x \geq 1 \\
\frac{x^2}{2}, & -1 < x < 1 \\
-2x + 1, & x \leq -1. 
\end{cases}
\]

Obviously, this \( V(x) \) is a uniformly continuous smooth function. Item 1) of H1 is clearly established. Take \( r = 1 \), then 2) of H1 holds.

APPENDIX II
Proof of Theorem 2

This theorem is proved by mathematical induction w.r.t. time \( t \). A roadmap is first given. The case \( t = 0 \) is considered as the base case, where the three items are proved one by one. Specifically, the first item of Theorem 2 is shown by verifying Condition 1, then the other two hold straightforwardly by simple mathematical derivation. Then these items are affirmed again as the inductive step for time \( t \) provided that all conclusions hold for time \( 0, 1, \ldots, t - 1 \). In the following, we call \( a_n = O(b_n) \) if \( b_n \geq 0 \) and there exist \( M > 0 \) such that \( |a_n| \leq M b_n, \forall n \), and \( a_n = o(b_n) \) if \( b_n \geq 0 \) and \( (a_n/b_n) \to 0, n \to \infty \).

For simplicity of expression, denote \( \delta_k (t) \triangleq x_d(t) - x_k(t), \delta u_k(t) \triangleq u_d(t) - u_k(t) \).

**Basis:** Showing that the items hold for the case \( t = 0 \). By (1)-(4)

\[
e_k(1) = C(1)\delta x_k(1) = C(1)A(0)\delta x_k(0) + C(1)B(0)\delta u_k(0).
\]

Denote \( m_0 = C(1)B(0) \in \mathbb{R} \), then by A1

\[
e_k(1) = m_0 \delta u_k(0).
\]

For convenience of statements, without loss of generality, it is assumed \( m_0 > 0 \) throughout the proof, consequently, the right
control direction is $S(\cdot) = +1$. The SP and ST are defined as $p_k(1) = \sum_{j=1}^{k} a_{jk}^2, T_j(1) = \min\{k : p_k(1) \geq \tau_j\}$.

To show conclusion 1), it suffices to verify that Condition 1 is satisfied by $p_k(1)$. Notice that the nondecreasing requirement holds obviously.

Let us first verify Condition 1 1), i.e., prove $P_{T_{2j_0}, T_{2j_0}+n}(1) \xrightarrow{n \to \infty} \infty$ provided that $T_{2j_0} < \infty$ and the DSF stops switching since the $T_{2j_0}$th cycle. Notice that under the supposition of Condition 1 1), $S(\cdot) \equiv -1, \forall k \geq T_{2j_0}$.

Subtracting both sides of (9) from the term $u_{T_{2j_0}+1}(0)$ leads to

$$\delta u_{k+1}(0) = (1 - a_k S(p_k(1)m_0))\delta u_k(0).$$

Then $\forall i = 1, 2, \ldots$

$$\frac{\delta u_{T_{2j_0}+i}(0)^2}{2} = \frac{(1 + a_{T_{2j_0}+i-1}m_0)^2(\delta u_{T_{2j_0}+i-1}(0))^2}{2} \geq \frac{(\delta u_{T_{2j_0}+i-1}(0))^2}{2} \geq (\delta u_{T_{2j_0}}(0))^2.$$ (22)

Hence by (20) and (22)

$$p_{T_{2j_0}, T_{2j_0}+n} = \sum_{k=1}^{n} a_{Tk+1} + k e_{T_{2j_0}+k}(1) \geq \sum_{k=1}^{n} a_{Tk+1} + k m_0^2 (\delta u_{T_{2j_0}}(0))^2 \xrightarrow{n \to \infty} \infty.$$ (23)

Now let us verify Condition 1 2). For any fixed $j_0 \in \mathbb{N}$, denote $T_0 = T_{2j_0+1}$ for simplicity of notation and assume $T_0 < \infty$. Notice that, under assumption of Condition 1 2), $S(\cdot) \equiv +1, \forall k \geq T_0$. Therefore $\forall n > 0$

$$p_{T_0, T_0+n} = \sum_{k=1}^{n} a_{Tk+1} + k e_{T_{2j_0}+k}(1) \frac{(1 - a_{Tk+1}m_0)}{2} \delta u_k(0).$$

Noticing $a_k = (1/k)$ and by [29, p. 224, Th. 10], we have

$$\prod_{j=1}^{k-1} (1 - a_{Tk+1}m_0) = O\left(\frac{1}{(T_0 + k)m_0}\right)$$ (24)

for sufficiently large $k$, which means that $\lim_{n \to \infty} p_{T_0, T_0+n} < \infty$. To verify Condition 1, there is only the uniform boundedness of $p_{T_0, T_0+n}$ left to be proved.

Denote $M(T_0) = m_0^2 \sum_{k=1}^{n} a_{Tk+1} (\prod_{j=0}^{k-1}(1 - a_{Tk+1}m_0)^2).$

Paying attention to (23) we have

$$M(T_0) \leq \frac{a_1}{T_0^2m_0^2} \delta u_{T_0}(0).$$ (25)

From (21) we see that

$$\delta u_{T_0}^2(0) = (1 - a_{Tk-1}S(p_k(1)m_0)^2 \delta u_{T_0-1}(0) \geq \left(\prod_{k=1}^{n-1} (1 - a_k S(p_k(1)m_0)^2 \delta u_{T_0-1}(0)^2\right)^2. (26)$$

The uniform boundedness of $p_{T_0, T_0+n}$ w.r.t. $T_0$ holds.

Therefore, by Theorem 1 the first item of Theorem 2 holds for $t = 0$. That is, $S(p_k(1))$ will find the right control direction and keep it after finite switches.

Now it remains to prove the other two items whenever the algorithm stops switching. There is a $k_0$ such that $S(p_k(1)) = +1, \forall k \geq k_0$ by the first item. By (21) it follows that

$$\delta u_{k+1}(0) = (1 - a_k m_0) \delta u_k(0) \forall k \geq k_0.$$ (27)

Then the second item of Theorem 2 holds obviously for $t = 0$ by noticing (23). Moreover, the last item also holds for $t = 0$ by (20).

**Inductive Step:** Showing that the items hold for all time $t$ provided that all conclusions hold for time $0, 1, \ldots, t - 1$.

Denote $\Phi_{ij} = A(i) \cdots A(j), i \geq j, \Phi_{j,j+1} = I$. By (1)–(4) and A1, we have

$$\delta \chi_k(t + 1) = \sum_{i=1}^{t+1} \Phi_{ti} (B(i-1) \delta u_k(i-1)).$$ (28)

Denote $\rho_k(t) = C(t + 1) \sum_{i=1}^{t} \Phi_{ti} (B(i-1) \delta u_k(i-1), m_i = C(t + 1)B(t)$. By the induction hypothesis, $\rho_k(t) = o(k^{-\delta})$, where $\delta > 0$ is a constant. Therefore

$$e_k(t + 1) = m_i \delta u_k(t) + \rho_k(t)$$ (29)

$$\delta u_{k+n}(t) = \prod_{j=0}^{n-1} (1 - a_{k+j} S(k+j)(m_i)) \delta u_k(t)$$

$$\prod_{j=0}^{n-i} (1 - a_{k+j} S(k+i)(m_i)) a_{k+j} S(k+j)(m_i) \rho_k(j)$$ (30)

where $\prod_{i=0}^{m_i}(\cdot) \triangleq 1$ if $a > b$ and $S_m(\cdot)$ denotes $S(m(t + 1))$. The notation $S_m(\cdot)$ shall be used somewhere in the following without misunderstanding for concise expression.

Without loss of generality, assume $m_i > 0$ throughout the proof. Consequently, the right control direction is $S \equiv +1$. Now we prove that $p_k(t + 1)$ satisfies Condition 1, of which the third item is obviously valid.

Let us take Condition 1 1) into consideration first. Suppose $T_{2j_0} < \infty$ and the DSF stops switching since the $T_{2j_0}$th cycle, then $S(p_k(t+1)) = -1, \forall k \geq T_{2j_0}$ according to the supposition of Condition 1 1). Thereby

$$p_{T_{2j_0}, T_{2j_0}+n}(t+1) = \sum_{k=1}^{n} a_{Tk+1} + k e_{T_{2j_0}+k}^2 (t+1)$$

$$\geq \sum_{k=1}^{n} a_{Tk+1} + k (m_i \delta u_{T_{2j_0}+k}(t) + \rho_{T_{2j_0}+k}(t))^2$$

$$\geq Q_1 + Q_2.$$
where
\[
Q_1 = \sum_{k=1}^{n} a_{T_{2j_0}+k} \left( m_i \delta a_{T_{2j_0}+k}(t) \right)^2
\]
\[
Q_2 = 2m_t \sum_{k=1}^{n} a_{T_{2j_0}+k} \rho \delta a_{T_{2j_0}+k}(t) \rho_{T_{2j_0}+k}(t).
\]

By noticing that \( (\rho_{T_{2j_0}+k}(t)/\delta a_{T_{2j_0}+k}(t)) \rightarrow 0 \) as \( n \rightarrow \infty \), it is easy to find that \( Q_1 \) plays a leading role in \( Q_1 + Q_2 \) when \( n \) is large enough, i.e., \( Q_2 = o(Q_1) \). Thus we will only take \( Q_1 \) into consideration. By (30) and assuming Condition 1.1)

\[
Q_1 = \sum_{k=1}^{n} a_{T_{2j_0}+k} m_t^2 \left( \prod_{j=0}^{k-1} (1 + a_{T_{2j_0}+j} m_t) \cdot \delta a_{T_{2j_0}}(t) \right)^2
\]
\[
+ \sum_{j=0}^{k-1} \prod_{i=j}^{k-1} (1 + a_{T_{2j_0}+i} m_t) \cdot a_{T_{2j_0}+j} \rho a_{T_{2j_0}+j}(t)
\]
\[
\geq Q_3 + Q_4
\]

where

\[
Q_3 = \sum_{k=1}^{n} a_{T_{2j_0}+k} m_t^2 \left( \prod_{j=0}^{k-1} (1 + a_{T_{2j_0}+j} m_t) \delta a_{T_{2j_0}}(t) \right)^2
\]
\[
Q_4 = 2 \sum_{k=1}^{n} a_{T_{2j_0}+k} m_t^2 \left( \prod_{j=0}^{k-1} (1 + a_{T_{2j_0}+j} m_t) \cdot \delta a_{T_{2j_0}}(t) \right)
\]
\[
\times \left( \sum_{j=0}^{k-1} \prod_{i=j}^{k-1} (1 + a_{T_{2j_0}+i} m_t) \cdot a_{T_{2j_0}+j} \rho a_{T_{2j_0}+j}(t) \right).
\]

By [29, p. 224, Th. 10], for sufficiently large \( k \), we find

\[
\prod_{j=0}^{k-1} (1 + a_{T_{2j_0}+j} m_t) \delta a_{T_{2j_0}}(t) = O((T_{2j_0} + k)^{m_t}) \rightarrow \infty \quad k \rightarrow \infty \quad (32)
\]
\[
2 \sum_{j=0}^{k-1} \prod_{i=j}^{k-1} (1 + a_{T_{2j_0}+i} m_t) a_{T_{2j_0}+j} \rho a_{T_{2j_0}+j}(t)
\]
\[
= \sum_{j=0}^{k-1} O\left( \left( \frac{T_{2j_0} + k - 1}{T_{2j_0} + j} \right)^{m_t} \right) \cdot \frac{1}{T_{2j_0} + j} \cdot \frac{1}{(T_{2j_0} + j)^\alpha} \rightarrow \infty \quad k \rightarrow \infty \quad (33)
\]

This fact implies that \( Q_4 = o(Q_3) \).

On the other hand, it is clear that

\[
Q_3 \geq \sum_{k=1}^{n} a_{T_{2j_0}+k} m_t^2 (\delta a_{T_{2j_0}}(t))^2 \quad n \rightarrow \infty \quad (34)
\]

Consequently, \( Q_1 + Q_2 \rightarrow \infty \), which means that \( p_{T_{2j_0}+T_{2j_0}+n} \rightarrow \infty \). In other words, Condition 1.1) holds.

Next let us check Condition 1.2). For any fixed \( j_0 \in \mathbb{N} \), denote \( T_0 = T_{2j_0+1} \) to keep the notation simple. Assume \( T_0 < \infty \) and the DSF stops switching since the \( T_0 \)th cycle. Thus

\[
S(p_k(t+1)) = +1, \forall k \geq T_0 - 1 \quad \text{and then}
\]
\[
p_{T_0, T_0+n}(t+1) \leq \sum_{k=1}^{\infty} a_{T_0+k} \delta a_{T_0+k}(t+1)
\]
\[
= \sum_{k=1}^{\infty} a_{T_0+k} \left( m_i \delta a_{T_0+k}(t) + \rho a_{T_0+k}(t) \right)^2
\]
\[
\leq 2 \sum_{k=1}^{\infty} a_{T_0+k} \left( m_i \delta a_{T_0+k}(t) \right)^2 + 2 \sum_{k=1}^{\infty} a_{T_0+k} \left( \rho a_{T_0+k}(t) \right)^2
\]

where the last item on the right side is obviously finite by the induction hypothesis, while the first item is estimated as follows:

\[
\sum_{k=1}^{\infty} a_{T_0+k} \left( m_i \delta a_{T_0+k}(t) \right)^2
\]
\[
= \sum_{k=1}^{\infty} a_{T_0+k} m_t^2 \left( \prod_{j=0}^{k-1} (1 - a_{T_0+j} m_t) \cdot \delta a_{T_0}(t) \right)^2
\]
\[
= \sum_{k=1}^{\infty} a_{T_0+k} m_t^2 \left( \prod_{j=0}^{k-1} (1 - a_{T_0+j} m_t) \cdot a_{T_0+j} \rho a_{T_0+j}(t) \right)^2
\]

where

\[
\Delta_1 = \sum_{k=1}^{\infty} a_{T_0+k} \left( \prod_{j=0}^{k-1} (1 - a_{T_0+j} m_t) \cdot \delta a_{T_0}(t) \right)^2
\]
\[
= \delta a_{T_0}(t) \times \sum_{k=1}^{\infty} O \left( \frac{1}{(T_0 + k)^{1+2m_t}} \right) < \infty
\]
\[
\Delta_2 = \sum_{k=1}^{\infty} a_{T_0+k} \left( \prod_{j=0}^{k-1} (1 - a_{T_0+j} m_t) a_{T_0+j} \rho a_{T_0+j}(t) \right)^2
\]
\[
= \sum_{k=1}^{\infty} a_{T_0+k} \left( \prod_{j=0}^{k-1} \left( \frac{1}{(T_0 + k)^{1+2m_t}} \right) \right)^2
\]
\[
= \sum_{k=1}^{\infty} O \left( \frac{1}{(T_0 + k)^{1+2m_t}} \right) < \infty.
\]

Therefore

\[
p_{T_0, T_0+n}(t+1) \leq \sum_{k=1}^{\infty} a_{T_0+k} \delta a_{T_0+k}(t+1) < \infty.
\]

There is only the uniform boundedness of \( p_{T_0, \infty} \) w.r.t. \( T_0 \) left for us to show, where it suffices to show that the term \( \Delta_1 \) is uniformly bounded w.r.t. \( T_0 \).

Denote \( L(T_0) = \sum_{k=1}^{\infty} a_{T_0+k} \left( \prod_{j=0}^{k-1} (1 - a_{T_0+j} m_t) \right)^2 \). By a similar derivation as that of (24) it is clear that there exists a constant \( \alpha_2 \) independent of \( T_0 \) such that

\[
L(T_0) \leq \frac{\alpha_2}{T_0^{2m_t}}. \quad (35)
\]
By (30) we know
\[
\delta u_{t_0}^2(t) = \left( \prod_{j=1}^{T_0-1} (1 - a_j S_j(\cdot) m_t) \cdot \delta u_1(t) \right)^2
- \sum_{j=1}^{T_0-1} \prod_{i=j}^{n-j} (1 - a_i S_i(\cdot) m_t) \cdot a_j S_j(\cdot) \rho_j(t)
\]
\[
\leq 2 \left( \prod_{j=1}^{T_0-1} (1 - a_j S_j(\cdot) m_t) \cdot \delta u_1(t) \right)^2
+ 2 \left( \prod_{j=1}^{T_0-n-2} (1 - a_j S_j(\cdot) m_t) \cdot a_j S_j(\cdot) \rho_j(t) \right)^2.
\] (36)

Similar to (26) there exists a constant \(k_2\) independent of \(T_0\) such that the first term on the right side of (36) satisfies
\[
2 \left( \prod_{j=1}^{T_0-1} (1 - a_j S_j(\cdot) m_t) \cdot \delta u_1(t) \right)^2 \leq k_2 T_0^{2m_t}. \quad (37)
\]

Now consider the second term on the right side of (36). By the induction hypothesis, there is a constant \(L\) such that \(\rho_k(t) \leq L k^{-\delta}\). Consequently
\[
2 \left( \sum_{j=1}^{T_0-2} \prod_{i=j}^{T_0-2} (1 - a_i S_i(\cdot) m_t) \cdot a_j S_j(\cdot) \rho_j(t) \right)^2
\]
\[
\leq 2 \left( \sum_{j=1}^{T_0-2} \prod_{i=j}^{T_0-2} (1 - a_i S_i(\cdot) m_t) \cdot a_j S_j(\cdot) \rho_j(t) \right)^2
\]
\[
\leq 2 \left( \sum_{j=1}^{T_0-n} \prod_{i=j}^{T_0-n} (1 + a_i m_t) \cdot \frac{1}{j} \cdot L_j^{-\delta} \right)^2
= O \left( \frac{1}{L_0^{2\delta}} \right). \quad (38)
\]

Combining (35)–(38), it leads to the uniform boundedness of \(\Delta_1\).

Then by Theorem 1, the first item of Theorem 2 holds for time \(t\). Thus we can suppose \(S(p_k(t+1))\) stops switching after \(k_0\)th iteration, then \(S(p_{k_0+n}) = +1, \forall n > 0\) and
\[
\delta u_{k_0+n}(t) = \prod_{j=0}^{n-1} (1 - a_{k_0+j} m_t) \cdot \delta u_{k_0}(t)
- \sum_{j=0}^{n-1} \prod_{i=j}^{n-1} (1 - a_{k_0+i} m_t) \cdot a_{k_0+j} \rho_{k_0+j}(t).
\]

Since
\[
\prod_{j=0}^{n-1} (1 - a_{k_0+j} m_t) \cdot \delta u_{k_0}(t) = o \left( (k_0 + n)^{-m_1} \right) \quad \text{n} \to \infty
\]
\[
\sum_{j=0}^{n-1} \prod_{i=j}^{n-1} (1 - a_{k_0+i} m_t) \cdot a_{k_0+j} \rho_{k_0+j}(t)
\]
\[
= \sum_{j=0}^{n-1} O \left( \left( \frac{k_0 + j}{k_0 + n - 1} \right)^{m_1} a_{k_0+j} \cdot o \left( \frac{1}{(k_0 + j)^{\delta}} \right) \right)
\]
\[
= O \left( \frac{1}{(k_0 + n - 1)^{m_1}} \right) \sum_{j=0}^{n-1} o((k_0 + j)^{m_1-1-\delta})
\]
\[
= o \left( (k_0 + n)^{-\delta} \right) \to 0, \quad n \to \infty
\]
and thus
\[
\delta u_{k_0+n}(t) = o(n) \to 0, \quad n \to \infty.
\]
That is, the second item of Theorem 2 holds for time \(t\). Moreover, the last item of the theorem also holds. By the mathematical induction principle the proof is completed. \(\blacksquare\)

**APPENDIX III**

**PROOF OF THEOREM 3**

By (5) and (3)
\[
\delta x_k(t+1) = A(t) \delta x_k(t) + B(t) \delta u_k(t) - w_k(t+1).
\]

By backwardly iterating this equation, we have
\[
\delta x_k(t+1) = \sum_{i=1}^{t+1} \Phi_{ti} B(i-1) \delta u_k(i-1) + \sum_{i=0}^{t+1} \Phi_{ti} w_k(i)
\]
and thereby
\[
y_d(t+1) - y_k(t+1) = C(t+1) \delta x_k(t+1) - v_k(t+1)
= \phi_k(t+1) + \nu_k(t+1) - v_k(t+1)
\]
where
\[
\phi_k(t+1) = C(t+1) \sum_{i=1}^{t+1} \Phi_{ti} B(i-1) \delta u_k(i-1)
\]
\[
\varphi_k(t+1) = C(t+1) \sum_{i=0}^{t+1} \Phi_{ti} w_k(i).
\]

By A3 and A4 and noticing \(u_k(i) \in \mathcal{F}_{k-1}, i = 0, 1, \ldots, t\), it is clear that \(\phi_k(t+1), \varphi_k(t+1), \) and \(v_k(t+1)\) are mutually independent.

By Theorem 1.1
\[
\sum_{k=1}^{n} \phi_k(t+1) (\phi_k(t+1) - v_k(t+1))
= O \left( \left( \sum_{k=1}^{n} \|\phi_k(t+1)\|^2 \right)^{1+\eta} \right), \quad \text{a.s.} \quad \forall \eta > 0
\]
\[
\sum_{k=1}^{n} \varphi_k(t+1) w_k(t+1)
= O \left( \left( \sum_{k=1}^{n} \|w_k(t+1)\|^2 \right)^{1+\eta} \right), \quad \text{a.s.} \quad \forall \eta > 0.
\]
Consequently
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} |y_d(t+1) - y_k(t+1)|^2
\]
\[ \limsup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| \varphi_k(t+1) \|^2 = \limsup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| \varphi_k(t+1) \|^2 + \limsup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| \varphi_k(t+1) \|^2 \]

\[ \Rightarrow \limsup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| \varphi_k(t+1) \|^2 \]

\[ = \limsup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| \varphi_k(t+1) \|^2 = \limsup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| \varphi_k(t+1) \|^2 + \limsup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| \varphi_k(t+1) \|^2 \]

\[ \Rightarrow \limsup_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \| \varphi_k(t+1) \|^2 \]

where the last term is independent of control.

Therefore, the minimum of (7) is achieved if and only if the first term on the right side of the above equation is zero. This means that \( \{u_k(i), i = 0, 1, \ldots, k = 1, 2, \ldots\} \) is optimal if \( \delta u_k(i) \to 0, i = 0, 1, \ldots, t \). The proof is completed. ■

**APPENDIX IV**

**Proof of Theorem 4**

This theorem is proved by mathematical induction w.r.t. \( t \).

The road map is similar to the one in proof of Theorem 2.

**Basis:** Showing that the items hold for the case \( t = 0 \).

Notice that

\[ e_1(k) = y_1(k) - y_2(k) = C(1)\delta x_k(1) - v_k(1) \]

\[ \overset{\triangle}{=} m_0 \delta u_k(0) + \xi_1(1) \tag{39} \]

where \( \xi_1(1) \overset{\triangle}{=} C(1)A(0)v_0(k) + C(1)w_k(1) - u_k(1), \) \( m_0 = C(1)B(0) \).

By A3 and A4, it is clear that \( \xi_k(1) \) is a zero-mean random variable with finite second moment. Denote \( R_k^c = C(1)A(0)R_{k-1} A^T(0)C^T(1) + C(1)R_{k-1} C^T(1) + R_k^0 \).

Without loss of generality, assume \( m_0 > 0 \); then the right and wrong control directions are \( S = +1 \) and \( S = -1 \), respectively. By (13) and (39), we have

\[ \delta u_{k+1}(0) = \delta u_k(0) - a_k S(p_k(1))e_1(1) \]

\[ = (1 - a_k S(p_k(1))m_0)\delta u_k(0) - a_k S(p_k(1))\xi_1(1) \tag{40} \]

\[ \delta u_{k+n}(0) = \prod_{j=0}^{n-1} (1 - a_{k+j} S(p_{k+j}(1)m_0) - a_{k+j} S(p_{k+j}(1))\xi_{k+j}(1) \]

\[ - \sum_{j=0}^{n-1} \prod_{i=j}^{n-2} (1 - a_{k+i} S(p_{k+i}(1)m_0) - a_{k+i} S(p_{k+i}(1))\xi_{k+i}(1) \tag{41} \]

We first verify Condition 1 1). Suppose \( T_{2j_0} < \infty \) and the DSP stops switching from the \( T_{2j_0} \)th cycle. Then the target is to show \( q_{T_{2j_0}+n}(1) \) \( \to \infty \) as \( n \to \infty \). By (14) and (15)

\[ q_{T_{2j_0}+n}(1) = \frac{1}{T_{2j_0} + n} \sum_{k=1}^{T_{2j_0}+n} e^2_k(1) \]

\[ = \frac{T_{2j_0}}{T_{2j_0} + n} q_{T_{2j_0}}(1) + \frac{1}{T_{2j_0} + n} \sum_{k=1}^{n} e^2_{T_{2j_0}+k}(1). \tag{42} \]

It is clear that the first term on the right side of the last equation tends to zero

\[ \frac{T_{2j_0}}{T_{2j_0} + n} q_{T_{2j_0}}(1) \to 0. \]

Noticing \( S(p_{T_{2j_0}+1}(1)) = +1 \) under assumption of Condition 1 1) and by (41), the numerator of the second term can be estimated as follows:

\[ \sum_{k=1}^{n} e^2_{T_{2j_0}+k}(1) = \sum_{k=1}^{n} \left( m_0 \delta u_{T_{2j_0}+k}(0) + \xi_{T_{2j_0}+k}(1) \right)^2 \]

\[ = \sum_{k=1}^{n} \left( m_0 \prod_{j=0}^{k-1} (1 - a_{T_{2j_0}+j}m_0)\delta u_{T_{2j_0}}(0) + \xi_{T_{2j_0}+k}(1) \right)^2 \]

\[ + m_0 \prod_{j=0}^{k-2} (1 - a_{T_{2j_0}+i}m_0) - a_{T_{2j_0}+i}m_0) \cdot a_{T_{2j_0}+i}m_0) + \xi_{T_{2j_0}+j}(1) \right)^2 \]

\[ = \sum_{k=1}^{n} m_0^2 \delta u_{T_{2j_0}}(0) \prod_{j=0}^{k-1} (1 - a_{T_{2j_0}+j}m_0) \right)^2 \]

\[ + \sum_{k=1}^{n} \left( m_0 \prod_{j=0}^{k-2} (1 - a_{T_{2j_0}+i}m_0) \cdot a_{T_{2j_0}+i}m_0) + \xi_{T_{2j_0}+j}(1) \right)^2 \]

\[ + \xi_{T_{2j_0}+j}(1) \right)^2 \]

By noticing that

\[ \frac{1}{T_{2j_0} + n} \sum_{k=1}^{n} \left( \prod_{j=0}^{k-1} (1 - a_{T_{2j_0}+j}m_0) \right)^2 \]

\[ \prod_{j=0}^{k-2} (1 - a_{T_{2j_0}+i}m_0) \cdot a_{T_{2j_0}+i}m_0) + \xi_{T_{2j_0}+j}(1) \]

\[ = O \left( \left( \frac{T_{2j_0} + k}{T_{2j_0}} \right)^{m_0} \right) \]

\[ = O \left( \left( \frac{T_{2j_0} + k}{T_{2j_0}} \right)^{m_0} \right) \]

\[ = O \left( \left( \frac{T_{2j_0} + k}{T_{2j_0}} \right)^{m_0} \right) \]

\[ = O \left( \left( \frac{T_{2j_0} + k}{T_{2j_0}} \right)^{m_0} \right) \]

\[ = O \left( \left( \frac{T_{2j_0} + k}{T_{2j_0}} \right)^{m_0} \right) \]

we find that the second term on the right side of (42) tends to infinity as \( n \to \infty \). Therefore Condition 1 1) is fulfilled.

Now we come to Condition 1 2). Denote \( T_0 = T_{2j_0+1} \) and suppose \( T_0 < \infty \). In order to show the convergence of \( p_{T_0+n}(1) \), it suffices to prove \( q_{T_0+n}(1) \) is uniformly bounded w.r.t. \( n \) under assumption of Condition 1 2). Similar to (42), we have

\[ q_{T_0+n}(1) = \frac{T_0}{T_0 + n} q_{T_0}(1) + \frac{1}{T_0 + n} \sum_{k=1}^{n} e^2_{T_0+k}(1) \]

\[ \leq q_{T_0}(1) + \frac{1}{T_0 + n} \sum_{k=1}^{n} e^2_{T_0+k}(1). \tag{43} \]

By involving that \( S(p_{T_0+n}(1)) = -1, \forall j > 0 \)

\[ \sum_{k=1}^{n} e^2_{T_0+k}(1) = \sum_{k=1}^{n} \left( m_0 \prod_{j=0}^{k-1} (1 - a_{T_0+j}m_0)\delta u_{T_0}(0) \right) \]

\[ -m_0 \prod_{j=0}^{k-2} (1 - a_{T_0+i}m_0) \cdot a_{T_0+i}m_0) + \xi_{T_0+j}(1) \right)^2 \]

\[ \leq 3(\Omega_1 + \Omega_2 + \Omega_3) \]

where

\[ \Omega_1 \overset{\triangle}{=} \sum_{k=1}^{n} \left( m_0 \prod_{j=0}^{k-1} (1 - a_{T_0+j}m_0)\delta u_{T_0}(0) \right)^2 \]

\[ = \sum_{k=1}^{n} O \left( \left( \frac{T_0 + k}{T_0} \right)^{2m_0} \right) = o(n) \]
\[ \Omega_2 \triangleq \sum_{k=1}^{n} \left( m_0 \sum_{j=0}^{k-1} \prod_{i=j}^{k-2} (1 - \alpha T_0 + i m_0) \cdot \alpha T_0 + j \cdot \tilde{\xi}_{T_0 + j}(1) \right)^2 \]

\[ \left( \frac{1}{T_0} \right)^{\frac{1}{2} + \eta} \]

\[ \frac{1}{T_0} \sum_{k=1}^{n} \left( \left( \frac{1}{T_0} \right)^{\frac{1}{2} + \eta} \right)^2 = O\left( \frac{1}{T_0^{1+2\eta}} \right). \]  

Combining (44)–(47) leads to the uniform boundedness of \( \lim_{n \to \infty} (1 / T_0 + n) \Omega_1 \) w.r.t. \( T_0 \). Thus all items of Condition 1 are satisfied and therefore the first item of Theorem 4 holds for \( t = 0 \) by Theorem 1.

Suppose the DSF \( S(\cdot) \) stops switching from the \( k \)th cycle, i.e., \( S(\cdot) \equiv 0 \), \( \forall k \geq k_0 \). By (13) we have \( \forall k \geq k_0 \)

\[ u_{k+1}(0) = u_k(0) + a_k m_0 (u_d(0) - u_k(0)) + a_k \tilde{\xi}_k(1). \]  

It is clear that (48) is the stochastic approximation algorithm [27], where \( f(x) = m_0 (u_d(0) - x) \) is the regression function. It is obvious that the second item of Theorem 4 holds for \( t = 0 \) provided that Theorem 1.2 holds. Thus we have to verify all the assumptions for this theorem.

The regression function is \( f(x) = m_0 (u_d(0) - x), m_0 > 0 \), thus H3 obviously holds. Then by Remark 4 following Theorem 1.2, the existence of \( V(x) \) is obvious; that is, H1 is satisfied. Since \( \{\tilde{\xi}_k(1)\} \) are mutually independent zero-mean random variables with finite second moments of \( k \), then for any \( \delta < (1/2) \), we have \( \sum_{k=1}^{\infty} (1 - \delta \tilde{\xi}_k(1)) < \infty \), which implies the validation of H2.

Therefore the second item of Theorem 4 holds for \( t = 0 \) and, moreover, the last item holds by Theorem 3.

**Inductive Step:** Showing that the items hold for time \( t \) provided that conclusions hold for time \( 0, 1, \ldots, t - 1 \).

Similar to the derivation of Theorem 2, we have

\[ u_{k+1}(t) = u_k(t) + a_k S(p_k(t + 1)) \epsilon_k(t + 1) \]

\[ = u_k(t) + a_k S_k([C(t + 1) \delta \xi_k(t + 1) - v_k(t + 1)]) \]

\[ = u_k(t) + a_k S_k([m_t \delta u_k(t) + \rho_k(t) - \tilde{\xi}_k(t + 1)]) \]

where \( \rho_k(t) \triangleq C(t + 1) \sum_{j=1}^{n} \Phi_{ij} B(i - 1) \delta u_k(i - 1), \tilde{\xi}_k(t + 1) \triangleq C(t + 1) \sum_{j=1}^{n} \Phi_{ij} u_d(i) + u_k(t + 1). \) Here, \( m_t \triangleq C(t + 1) B(t) \) denotes the control direction. Without loss of generality, suppose \( m_t > 0 \), thus the right and wrong control directions are \( S = +1 \) and \( S = -1 \), respectively.

Then we have

\[ \delta u_{k+n}(t) = \prod_{j=0}^{n-1} (1 - a_k + j S_{k+j}(\cdot)m_j) \delta u_k(t) \]

\[ + \sum_{j=0}^{n-2} \prod_{j=i}^{n-2} (1 - a_{k+i} S_{k+i}(\cdot)m_i) a_{k+j} S_{k+j}(\cdot) \rho_{k+j}(t) \]

\[ - \sum_{j=0}^{n-2} \prod_{j=i}^{n-2} (1 - a_{k+i} S_{k+i}(\cdot)m_i) a_{k+j} S_{k+j}(\cdot) \tilde{\xi}_{k+j}(t + 1). \]

By the induction hypothesis, \( \rho_k(t) = o(k^{-\delta}), \delta > 0 \). \( \{\tilde{\xi}_k(1)\} \) are mutually independent zero-mean random variables with finite second moments, and the covariance matrix is \( R_{k+1}^t = C(t + 1) \sum_{j=1}^{n} \Phi_{ij} R^w_{ij} \Phi_{ij} C^T(t + 1) + R_{k+1}^t \).

Consider the validation of Condition 1 1) first. Assume \( T_{2j_0} < \infty \) and the DSF stops switching directions from the \( T_{2j_0} \)th cycle, then it suffices to show \( q T_{2j_0} + n(t + 1) \xrightarrow{n \to \infty} \infty. \)
Notice that
\[
q_{T_{20}+n}(t+1) = \frac{1}{T_{20}+n} \sum_{k=1}^{T_{20}+n} e_k^2(t+1)
\]
\[
= \frac{T_{20}}{T_{20}+n} q_{T_{20}}(t+1) + \frac{1}{T_{20}+n} \sum_{k=1}^{T_{20}+n} e_{T_{20}+k}^2(t+1)
\]
where the first term \((T_{20}/T_{20}+n) q_{T_{20}}(t+1) \xrightarrow{n \to \infty} 0\), while the numerator of the other term on the right side of last equation can be estimated as follows:
\[
\sum_{k=1}^{n} e_{T_{20}+k}^2(t+1)
\]
\[
= \sum_{k=1}^{n} \left[ m_1 \delta u_{T_{20}+k}(t) + \rho \tau_{T_{20}+k}(t) \right]^2 (1 + o(1))
\]
\[
+ \sum_{k=1}^{n} \left[ \zeta_{T_{20}+k}^2(t+1) \right]^2 (1 + o(1))
\]
\[
\geq \sum_{k=1}^{n} \left[ (m_1 \delta u_{T_{20}+k}(t) + \rho \tau_{T_{20}+k}(t))^2 (1 + o(1))
\]
\[
+ 2 \sum_{k=1}^{n} m_1 \delta u_{T_{20}+k}(t) \rho \tau_{T_{20}+k}(t)(1 + o(1))
\]
where the first term on the right side plays a leading role obviously. For clarity of statements, let us omit the coefficients and take the following in account: For sufficiently large \(n\)
\[
\sum_{k=1}^{n} \left( \delta u_{T_{20}+k}(t) \right)^2 \xrightarrow{n \to \infty} \infty.
\]
\[
Q_5 = \sum_{k=1}^{n} \left( \prod_{j=0}^{k-1} (1 + a_{T_{20}+j} m_1) \delta u_{T_{20}}(t) \right)^2
\]
\[
Q_6 = 2 \sum_{k=1}^{n} \left( \prod_{j=0}^{k-1} (1 + a_{T_{20}+j} m_1) \delta u_{T_{20}}(t) \right)^2
\]
\[
\times \left( \sum_{j=0}^{k-1} (1 + a_{T_{20}+j} m_1) \rho \tau_{T_{20}+j} \right)^2
\]
By (32) and (33), it is easy to know \(Q_5\) plays a leading role in \(Q_5 + Q_6\). Since
\[
\frac{1}{T_{20}+n} Q_5 \xrightarrow{n \to \infty} \infty
\]
\[
\frac{1}{T_{20}+n} Q_6 \xrightarrow{n \to \infty} \infty
\]
\[
\text{which implies}
\]
\[
1 \xrightarrow{n \to \infty} \infty.
\]
That is, \(q_{T_{20}+n} \xrightarrow{n \to \infty} \infty\). Condition 1 1) is verified. Now it comes to verifying Condition 1 2). Denote \(T_0 = T_{20} + 1\) for simplicity of notations. Suppose \(T_0 < \infty\) and the DSF stops switching from the \(T_0\)th cycle whence \(S(p_k(t+1)) \equiv 1, k \geq T_0\). The aim is to show the uniform boundedness of \(q_{T_0+n}(t+1)\) w.r.t. \(n\) by (14)(15), which further implies that \(p_{T_0+n}(t+1)\) converges. Similar to (43) we have
\[
q_{T_0+n}(t+1) = \frac{1}{T_0+n} \sum_{k=1}^{n} e_{T_0+k}^2(t+1)
\]
\[
\leq q_{T_0}(t+1) + \frac{1}{T_0+n} \sum_{k=1}^{n} e_{T_0+k}^2(t+1)
\]
where
\[
\frac{1}{T_0+n} \sum_{k=1}^{n} e_{T_0+k}^2(t+1)
\]
\[
= \frac{1}{T_0+n} \sum_{k=1}^{n} \left[ m_1 \delta u_{T_0+k}(t) + \rho \tau_{T_0+k}(t) - \zeta_{T_0+k}(t+1) \right]^2
\]
\[
\leq \frac{3}{T_0+n} \sum_{k=1}^{n} \left[ (m_1 \delta u_{T_0+k}(t))^2
\]
\[
+ (\rho \tau_{T_0+k}(t))^2 + (\zeta_{T_0+k}(t+1))^2 \right].
\]
First note that
\[
\frac{1}{T_0+n} \sum_{k=1}^{n} (m_1 \delta u_{T_0+k}(t))^2
\]
\[
\frac{1}{T_0 + n} \sum_{k=1}^{n} m_i^2 \left[ \prod_{j=0}^{k-1} (1 - a_{T_0 + j} m_i) \partial u_{T_0}(t) \right. \\
+ \sum_{j=0}^{k-1} \prod_{i=j}^{k-2} (1 - a_{T_0 + j} m_i) \partial a_{T_0 + j} \rho_{T_0 + j}(t) \\
\left. - \sum_{j=0}^{k-1} \prod_{i=j}^{k-2} (1 - a_{T_0 + j} m_i) \partial a_{T_0 + j} \zeta_{T_0 + j}(t + 1) \right]^2 \\
\leq \frac{3\sum_{i=1}^{n} \partial u_{T_0}(t)}{T_0 + n} (\Delta_3 + \Delta_4 + \Delta_5) \\
\]

where

\[
\Delta_3 = \sum_{k=1}^{n} \left( \prod_{j=0}^{k-1} (1 - a_{T_0 + j} m_i) \partial u_{T_0}(t) \right)^2 \\
= \sum_{k=1}^{n} O \left( \frac{1}{(T_0 + k)^2} \right) = o(n) \\
\Delta_4 = \sum_{k=1}^{n} \left( \prod_{j=0}^{k-1} (1 - a_{T_0 + j} m_i) \partial a_{T_0 + j} \rho_{T_0 + j}(t) \right)^2 \\
= \sum_{k=1}^{n} O \left( \frac{1}{(T_0 + k)^2} \right) = o(n) \\
\Delta_5 = \sum_{k=1}^{n} \left( \prod_{j=0}^{k-1} (1 - a_{T_0 + j} m_i) \partial a_{T_0 + j} \zeta_{T_0 + j}(t + 1) \right)^2 \\
= \sum_{k=1}^{n} O(1) = O(n). \\
\]

From (49)–(52)

\[
\frac{1}{T_0 + n} s_n(t + 1) = O(1). \\
\]

Moreover

\[
\frac{1}{T_0 + n} \sum_{k=1}^{n} (\rho_{T_0 + k}(t))^2 = \frac{1}{T_0 + n} s_n \sum_{k=1}^{n} \left( \frac{1}{(T_0 + k)^2} \right) = o(1) \\
\]

\[
\frac{1}{T_0 + n} s_n (\zeta_{T_0 + k}(t + 1))^2 = R_{t+1}^2 < \infty. \\
\]

Therefore \( q_{T_0 + n}(t + 1) \) is uniformly bounded w.r.t. \( n \), which leads to the convergence of \( p_{T_0 + n}(t + 1) \) as \( n \to \infty \). On the other hand, completely similar to (44)–(47), and (38), it is easy to deduce that \( \Delta_3 \) is uniformly bounded w.r.t. \( T_0 \) and, consequently, \( p_{T_0,\infty} \) is uniformly bounded w.r.t. \( T_0 \). Condition 1 holds. The nondecreasing of \( p_k(t + 1) \) is clearly satisfied. By Theorem 1, the first item of Theorem 4 holds.

Suppose that \( S(p_k(t + 1)) \) stops switching from the \( k \)th cycle, i.e., \( S \equiv +1, \forall k \geq k_0 \). Then \( \forall k \geq k_0 \)

\[
\begin{align*}
\Delta_3 + \Delta_4 + \Delta_5 \\
\leq \frac{3\sum_{i=1}^{n} \partial u_{T_0}(t)}{T_0 + n} (\Delta_3 + \Delta_4 + \Delta_5) \\
\end{align*}
\]

where \( f(x) = m_i u_T(t - x), m_i > 0 \) is the regression function. Both \( (\rho_k(t)) \) and \( (\zeta_k(t + 1)) \) are noises. The former satisfies \( p_k(t) = o(k^{-\delta}) \) by the induction hypothesis, and the latter are mutually independent zero-mean random variables with finite second moments of \( k \). Similar to the derivation of the case \( t = 0 \), it is easy to see that all assumptions for Theorem 1.2 are fulfilled. Therefore the second item of Theorem 4 holds for time \( t \). Moreover, by Theorem 3 the last item is true. By the mathematical induction principle, the proof is completed.
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